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Abstract- The design of real electrical, electronic or 

electromagnetic complex systems fulfilling EMC constrains often 

exploits the performances of population based global optimizers. 

One of the main drawbacks of the adoption of these optimizers in 

the design of a real system is the difficulty in the introduction, in 

the optimized design algorithm, of all the heuristic knowledge 

already available in the field. In order to overcome this problem 

Bayesian optimization algorithms, classified as estimation of 

distribution algorithm, could be very effective, since they are 

based on the definition of the distribution of promising solutions 

by using the information extracted from the entire set of 

currently good solutions. Unfortunately, their straightforward 

implementations usually lack of exploration, and are easily 

trapped in local maxima. In order to overcome even this 

drawback and to develop a Bayesian optimization algorithm with 

both the required exploitation, of the heuristic knowledge, and 

the exploration, for avoiding local maxima, for system or 

subsystem design fulfilling EMC constrains, in this paper a 

modified BOA is proposed by adding a suitable mutation scheme 

to the traditional one in order to ensure the effectiveness of the 

algorithm. The here proposed new algorithm has been tested on 

some mathematical test functions and on a typical EM design 

problem, a microwave microstrip filter synthesis, to show its 

capability. 

I. INTRODUCTION 
The design of real electrical, electronic or electromagnetic 

complex systems fulfilling EMC constrains often exploits the 

performances of population based global optimizers, such as 

the classic Genetic Algorithms (GA) or Particle Swarm 

Optimization (PSO) and all the more recent developed ones 
such as MetaPSO, GSO, MetaLamarckians and so on. One of 

the main drawbacks of the adoption of these optimizers in the 

design of a real system is the difficulty in the introduction, in 

the optimized design algorithm, of all the heuristic knowledge 

already available in the field, and this is usually a big problem 
since the heuristic knowledge is often the core itself of the 

design team value. By the way, this is one of the main limits 

in the spread of population based algorithm for complex 

system optimizations. 

In order to overcome this problem, Bayesian optimization 

algorithms, classified as estimation of distribution algorithm, 

could be very effective, since they are based on the definition 

of the distribution of promising solutions by using the 

information exacted from the entire set of currently good 
solutions. Bayesian algorithms have been suitably developed 

exactly for overcoming this problem, since they are based on 

the "inductive" logical process, instead of the usual 

"deductive" one, aiming exactly to exploit at best all the 

heuristic knowledge that has been achieved on a particular 
problem. 

Unfortunately, their straightforward implementations 

usually lack of exploration, since they attempt to build up a 

probabilistic model from the available knowledge, and may be 

easily trapped in local maxima lacking of what is usually 

called high level design prospective. 
In order to overcome even this drawback and to develop a 

Bayesian optimization algorithm with both the required 

exploitation, of the heuristic knowledge, and the exploration, 

for avoiding local maxima, for system or subsystem design 

fulfilling EMC constrains, in this paper a modified BOA is 

proposed by adding a suitable mutation scheme, a typical GA 
operator, to the traditional one in order to ensure the 

effectiveness and the convergence of algorithm. The new 

algorithm in the following will be presented, discussed and 
tested both on purely mathematical and on EM design 

problem, e.g. a microwave microstrip filter synthesis. 

I I. MODIFIED BAYESIAN OPTIMIZATION ALGORITHM 
Bayesian Optimization Algorithm (BOA), first published in 

[I], uses Bayesian Networks (BN) to estimate the joint 

distribution of promising solutions. In the BOA, interaction 

between parameters (i.e. variables) are covered to build 

probabilistic model i.e. BN, also prior information and the set 
of promising solution are combined for estimating the 
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distribution. This estimation is then used to generate new 
candidates by sampling. A full treatment of the method can be 
found in [1-2], but for the sake of clarity and uniformity of 
notation it is briefly summarized in the following section. 

The BOA starts with randomly generating a set of 
population i.e. set of strings. The current population is 
evaluated, and the best solutions are selected using selection 
method e.g. truncation selection or tournament selection. A 
Bayesian Network is then constructed to fit the selected set of 
strings. In building network process, a metric and a search 
method are used to measure and maximize the quality of 
network. New offspring is generated by sampling the 
distribution of best population modelled by BN. Finally, new 

population is added to the original population by replacement 
some worst ones. The next iteration proceeds again until 
stoping criteria are satisfied. The pseudo-code of the BOA 
follows: 

(1) Randomly generate initial population (P) 
(2) Select a set of promising solutions (S) from (P) 
(3) Construct the network (B) using the chosen metric and 

constraints 
(4) Generate a set of new offspring (0) according to the 

joint distribution encoded by B 
(5) Create a new population (P') by replacing some 

instances from (P) with (0) 
(6) If the termination criteria are not met, go to (2) 
In the BOA, creating Bayesian Networks and generating 

offspring are the two most important steps, which will be 
described detail in this section. 

A. Bayesian Networks 
Bayesian Networks - BNs [3] are graphical models that 

combine probabilistic theory with graph theory to encode the 
relationship between variables contained in the modelled data. 
BNs are described by their structures i.e. directed acyclic 
graph and corresponding parameters. In the graph, each node 
represents one variable of modelled data, and the edges 
between these nodes correspond to conditional dependencies. 
The parameters are represented by the conditional 
probabilities for each variable given any instance of variables 

that this variable depends on. Mathematically, a BN encodes 
the joint probabilistic distribution: 

� 

pm = nptrf. bfJ 
t -= l. 

Where X = ( X1.l' XI'J' " . , Xn is the vector of variable of 

problem, rr� is the set of parents of variable X i , and 

pU'"� llrr:"f) is the conditional probability of X� conditioned on 

the variables 'ITt . 

In BOA, both structure and parameters of BN are learned in 
order to best fit the promising solution. There are two basic 
components of the algorithm for learning BN: scoring metric 
and search procedure. The scoring metric quantifies the 
quality of the given network. Prior knowledge about the 
problem can be incorporated into the metric as well. The 

search engine is used to explore the space of all possible 
networks in order to maximize the value of scoring metric as 
high as possible. The exploration is usually restricted by 
problem constraints i.e. maximum number of incoming edge 
to one node. This number directly influences the complexity 
of algorithm for constructing network, and generating 
offspring. In this work, we use K2 as scoring metric [4] and 
greedy algorithm as search procedure. The next section will 
explain how to generate new offspring using distribution 
extracted from constructed network. 

B. Generating offspring 
Once the structure and parameters of BN have been learned, 

new offspring will be generated by sampling the learned 
network. The procedure proceeds in two steps: ordering nodes 
and sampling variable according to the order. 

In the first step, an order of nodes, where each node is 
preceded by it parents, is computed. The purpose of this order 
is to generate variable in a certain sequence so that the value 
of parents of one node are generated prior to the generation of 
the node itself. The second step samples all variables 
according to the computed ordering. Following the ancestral 
ordering, given values of parents of a variable, the distribution 
of this variable is computed by the corresponding conditional 

probability, and new value is generated according to this 
distribution. 

C. Modified BOA 
As described above, BOA performance greatly depends on 

distribution of current good solutions. However, initial 

population for BOA is randomly generated; there would be 

some cases when all best solutions would not provide good 
enough distribution about problem, thus the algorithm hardly 
converges. To overcome this difficulty, one possibility is to 
increase the population size; therefore it will increase the 
quality of distribution of good solution. However, this solution 
will be time consuming, i.e. evaluating all population and 
offspring. In this paper, we propose a new approach by adding 

mutation to traditional BOA. 
By adding mutation, some individual will be used to 

discover space out of distribution of good ones; therefore, the 
algorithm will avoid being trapped at local optimum. This is 
similar to Genetic Algorithms (GA) [5], Population Based 
Incremental Learning (PBIL) [6], and Compact Genetic 
Algorithm (CGA) [7], which use mutation as one of most 
important operator for exploring problem space. However, in 
proposed algorithm, we use Bayesian Network to represent 
probability model and generate new offspring. Moreover, we 

work with variable vector, which is more preferred for real­
variable problem as microwave, instead of probability vector 
as PBIL and CGA. In our work, we implement BOA with 
tournament selection and individual mutation for design 
microwave filters. 

III. TEST PROBLEMS 

In this paper, we present result of modified BOA for 
Onemax problem as mathematical test function and then apply 
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for filter synthesis. For all test problems, 30 independent runs 

are performed and the results showed here are averaged values. 

A. Onemax problem 
Onemax problem is defined as sum of bits in the input 

binary string. The optimal solution of Onemax is the string of 

all ones. 

B. Microwavefilter design 
The described algorithm is applied to design of a symmetric 

micro strip band-pass filter, consisting in a cascade of 2 P-I 
lines, each of which with electrical length equal to Ag 12 at 

the central frequency (being A� the guided wavelength, given 

by /4) 1 Cell' where Cell is the effective permittivity, related to 

the relative permittivity of the substrate cr and Au is the free­

space wavelength), but different width. In the present case, the 
layout of the filter, an example of which is shown in Fig. 1 

for P = 2 ,  is printed on a single layer dielectric characterized 

by the relative dielectric constant of cr = 3.S , and 

thickness h = I .S8mm . The lines are disposed symmetrically 

with respect to the central one. 

1------, 
1 1 
1 1 

____ J l ___ _ 

---- , r----
1 1 
:------! Zout 

Fig.l. Geometry of aN = 2 filter 

The filter can be easily modeled with its transmission line 
equivalent model, i.e. with a cascade of 2 P  -1 transmission 

lines, having all the same electrical length ( A� 12 ), but 

different characteristic impedance Z; , since this latter quantity 

depends on the line width Wi . The filter can be therefore seen 

as a sequence of two-port networks, each of which can be 

represented by its chain matrix [8], whose entries depend only 
on the characteristic impedance and on the electric length. The 

chain matrix of the entire structure is given by the product of 
2 P  -I single chain matrices and the transmission coefficient 

(i.e. the transfer function) of the filter is expressed in terms of 
the entries of the chain matrix of the whole structure: 

s = 

2�Zou,/Zin 
21 A,m +BIoI/Z;n + (ZOll)Z;n)(C,o,Z;n +Dw,) 

where Zout' Z;n are the reference impedances at the output 

and input ports of the filter, respectively. 
The performances of the filter depend on the number of 

lines used for its realization (the greater is P, the larger is the 

bandwidth, but also the longer the filter is), and on the values 
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of the characteristic impedance of the equivalent transmission 

lines. Here P is fixed and the filter widths w; are optimized, 

with the BOA. The design constraints are: 
• the bandwidth, that has to be equal or greater than a 

fixed value; 
• minimization of the in-band ripple; 
• maximization of the out of band rejection. 

IV. NUMERICAL RESUL IS 

In this section, we present results of modified BOA for 

above mentioned problems. Figure 2 shows the behaviour of 
MBOA for Onemax with the problem's size varying from 100 

to SOO bits. It reports the number of fitness evaluations until 

MBOA finds the optimum solution. The number of evaluated 
functions can be approximated by O(nlog(n)). The results 
indicate that Modified BOA can solve Onemax with an almost 

linear number of evaluations. 

c 
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Fig.2. Number of fitness evaluation of Modified BOA for Onemax problem 
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Fig.3. Transfer function for 17 cells filter 

In the design microwave filter, we consider all variables are 

independent. Even if this model does not take into account the 
interactions between the different lines, it represents a good 
compromise between the accuracy in modelling the filter and 



the low computational cost that is a very important aspect 

when optimization tools as the BOA is used. Figure 3 shows 
transfer function of microwave filter consisting 17 piece lines 

(P = 9). The design satisfies 60%-3dB bandwidth required, 

with in-band ripple less than -3dB. 

The preliminary result indicates good performance of 

proposed algorithm. The results promise a wide application of 

Modified BOA into real difficult EMC designs. 
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网址：http://www.edatop.com  

 

射 频 和 天 线 设 计 培 训 课 程 推 荐 

 

易迪拓培训(www.edatop.com)由数名来自于研发第一线的资深工程师发起成立，致力并专注于微

波、射频、天线设计研发人才的培养；我们于 2006 年整合合并微波 EDA 网(www.mweda.com)，现

已发展成为国内最大的微波射频和天线设计人才培养基地，成功推出多套微波射频以及天线设计经典

培训课程和 ADS、HFSS 等专业软件使用培训课程，广受客户好评；并先后与人民邮电出版社、电子

工业出版社合作出版了多本专业图书，帮助数万名工程师提升了专业技术能力。客户遍布中兴通讯、

研通高频、埃威航电、国人通信等多家国内知名公司，以及台湾工业技术研究院、永业科技、全一电

子等多家台湾地区企业。 

易迪拓培训课程列表：http://www.edatop.com/peixun/rfe/129.html 

 

 

射频工程师养成培训课程套装 

该套装精选了射频专业基础培训课程、射频仿真设计培训课程和射频电

路测量培训课程三个类别共 30 门视频培训课程和 3 本图书教材；旨在

引领学员全面学习一个射频工程师需要熟悉、理解和掌握的专业知识和

研发设计能力。通过套装的学习，能够让学员完全达到和胜任一个合格

的射频工程师的要求… 

课程网址：http://www.edatop.com/peixun/rfe/110.html 

ADS 学习培训课程套装 

该套装是迄今国内最全面、最权威的 ADS 培训教程，共包含 10 门 ADS

学习培训课程。课程是由具有多年 ADS 使用经验的微波射频与通信系

统设计领域资深专家讲解，并多结合设计实例，由浅入深、详细而又

全面地讲解了 ADS 在微波射频电路设计、通信系统设计和电磁仿真设

计方面的内容。能让您在最短的时间内学会使用 ADS，迅速提升个人技

术能力，把 ADS 真正应用到实际研发工作中去，成为 ADS 设计专家...

课程网址： http://www.edatop.com/peixun/ads/13.html  

 

HFSS 学习培训课程套装 

该套课程套装包含了本站全部 HFSS 培训课程，是迄今国内最全面、最

专业的HFSS培训教程套装，可以帮助您从零开始，全面深入学习HFSS

的各项功能和在多个方面的工程应用。购买套装，更可超值赠送 3 个月

免费学习答疑，随时解答您学习过程中遇到的棘手问题，让您的 HFSS

学习更加轻松顺畅… 

课程网址：http://www.edatop.com/peixun/hfss/11.html 
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专注于微波、射频、天线设计人才的培养 易迪拓培训 
网址：http://www.edatop.com 

CST 学习培训课程套装 

该培训套装由易迪拓培训联合微波 EDA 网共同推出，是最全面、系统、

专业的 CST 微波工作室培训课程套装，所有课程都由经验丰富的专家授

课，视频教学，可以帮助您从零开始，全面系统地学习 CST 微波工作的

各项功能及其在微波射频、天线设计等领域的设计应用。且购买该套装，

还可超值赠送 3 个月免费学习答疑… 

课程网址：http://www.edatop.com/peixun/cst/24.html  

 

HFSS 天线设计培训课程套装 

套装包含 6 门视频课程和 1 本图书，课程从基础讲起，内容由浅入深，

理论介绍和实际操作讲解相结合，全面系统的讲解了 HFSS 天线设计的

全过程。是国内最全面、最专业的 HFSS 天线设计课程，可以帮助您快

速学习掌握如何使用 HFSS 设计天线，让天线设计不再难… 

课程网址：http://www.edatop.com/peixun/hfss/122.html 

13.56MHz NFC/RFID 线圈天线设计培训课程套装 

套装包含 4 门视频培训课程，培训将 13.56MHz 线圈天线设计原理和仿

真设计实践相结合，全面系统地讲解了 13.56MHz线圈天线的工作原理、

设计方法、设计考量以及使用 HFSS 和 CST 仿真分析线圈天线的具体

操作，同时还介绍了 13.56MHz 线圈天线匹配电路的设计和调试。通过

该套课程的学习，可以帮助您快速学习掌握 13.56MHz 线圈天线及其匹

配电路的原理、设计和调试… 

详情浏览：http://www.edatop.com/peixun/antenna/116.html 
 

我们的课程优势： 

※ 成立于 2004 年，10 多年丰富的行业经验， 

※ 一直致力并专注于微波射频和天线设计工程师的培养，更了解该行业对人才的要求 

※ 经验丰富的一线资深工程师讲授，结合实际工程案例，直观、实用、易学 

联系我们： 

※ 易迪拓培训官网：http://www.edatop.com 

※ 微波 EDA 网：http://www.mweda.com 

※ 官方淘宝店：http://shop36920890.taobao.com 
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